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An Inclusion-Exclusion Proof of Wilson’s Theorem

Wilson’s Theorem states that for a prime number p, (p — 1)! = —1 mod p. The state-
ment can be easily verified for p = 2, so we’ll restrict ourselves to odd p. The first
proofs of Wilson’s theorem were given by Lagrange in [1]. In his paper, Lagrange
gave two proofs that are unusual compared to modern proofs that use multiplicative
inverses modulo p. We give our own proof that uses inclusion-exclusion:

Consider the number of permutations on A = {1,2,...,p}. On the one hand, the
number is p!. On the other hand, we can think of a permutation on A as a function
f + A — Athatis onto. The number of functions g : A — A is p? (for each input, we
have p possible inputs). To find the onto functions, we have to remove whichever ones
are not onto. Therefore, we must remove those that miss at least 1 value. There are
(’1’) ways of choosing the missed value and (p — 1) functions missing that particular
value (for each input, we have p — 1 possibilities). But when we remove all of these
functions, we took out some too many times, indeed, any function that misses at least
2 values was over counted. So we have to add it back in. We get (5) (p — 2)P such
functions. We continue in this fashion using inclusion-exclusion to get the formula
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Now divide by p and analyze modulo p:
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Therefore, from (2) and (3), we get
(p—1) = (-1)?%(—1)@_1)!1# = pilk’” mod
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From Fermat’s Little Theorem, kP! = 1 mod p. Therefore, the right-hand sum con-
sists of p — 1 ones and the proof is complete.

Remark. Lagrange’s second proof uses (1) applied to p — 1 instead of p. He says the
formula “est facile de voir, par la théorie des différences” which translates to “easy
to see, by the theory of differences”. What is meant by this is that the formula pops
up from repeatedly applying the difference operator A, where A(f)(x) = f(z) —
f(z —1), to f(z) = 2P~'. He then uses Fermat’s Little Theorem, followed by the
expansion of (1 — 1)P~! to finish off the proof. There’s another proof in the literature
that uses (1). This proof was done by Ruiz in [2], and he calls the formula an algebraic
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identity. Ruiz proves (1) by induction using Calculus, then he uses Pascal’s identity
modp to get a formula similar to (3). He finishes the proof in a similar fashion as here.
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Summary. We present an inclusion-exclusion proof of Wilson’s Theorem.
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